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This article presents the validation results of a chiral liquid chromatographic (LC) method previously developed for the qu
etermination of R-timolol in S-timolol maleate samples. A novel validation strategy based on the accuracy profiles was used

he most appropriate regression model, to assess the method accuracy within well defined acceptance limits and to determine
uantitation as well as the concentration range.
The validation phase was completed by the investigation of the risk profiles of various acceptable regression models in order to

isk of obtaining the future measurements outside the acceptance limits fixed a priori.
On the other hand, the present paper also shows how data used in this validation approach can be used to estimate the m

ncertainty. The uncertainty derived from�-expectation tolerance interval (σ2
Tol), which is equal to the uncertainty of measurements as

s the expanded uncertainty (Ux) using a coverage factork = 2 was estimated. The uncertainty estimates obtained from validation dat
nally compared with those obtained from interlaboratory and robustness studies.
2005 Elsevier B.V. All rights reserved.
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. Introduction

During the development of analytical methods, it becomes
ore and more obvious and essential that after the optimisa-

ion step the analysts have to demonstrate that the obtained
esults are reliable for the intended use of the method. In
his way, many procedures are available, such as those estab-
ished by ICH and SFSTP commissions[1–4]. However, in

statistical point of view and by considering the decision
aking according to the defined acceptance limits and the risk
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related to the future use of the method, some drawbacks
noticed. Recently, a novel validation strategy based on th
of accuracy profiles has been introduced[5,6]. The notion o
including the use of accuracy profiles is in accordance
the objective of an analytical method that can be summa
as its ability to quantify as accurately as possible eac
the unknown quantities that the laboratory will have to de
mine. In fact, what is expected from all analysts when usin
analytical method is that the difference observed betwee
measured result (xi) and the “true value” (µT) of the sample
(which will always remain unknown) is inferior to an acc
tance limit (λ), as can be expressed in the following Eq.(1):

|xi − µT | < λ (1)

039-9140/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2005.07.026
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The acceptance limits are different and depend on the
requirement of the analyst or the objective of the analyti-
cal method[5,6]. At each concentration level, the accuracy
profile is obtained by computing the�-expectation tolerance
interval that allows to predict whereβ% of the future mea-
surements are expected to lie. Therefore, this new strategy
clearly shows an advantage over the commonly used pro-
cedures by allowing the control of the risks associated to
the use of the method. In fact, this notion of risk is linked
to the notion of guarantee concerning the future analysis of
unknown samples using the validated method[5,6]. As sug-
gested in our previous paper[7], a procedure can be qualified
as acceptable if it is very likely, i.e. with a “guarantee”, that
the difference between every measurement (xi) of a sample
and its “true value” (µT) is inside the acceptance limits pre-
defined by the analyst. From this, one can refer to the risk
expressing the proportion of measurements that are expected
to fall out of acceptance limits (±λ) during the routine anal-
ysis. That risk can be evaluated by means of a profile by level
of investigated concentration and can be translated by the
following Eq.(2):

Pr[|xi − µT| > λ] ≤ β (2)

wherePr is the probability that a measurement will fall out-
side the acceptance limits andβ the maximum risk that the
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Finally, the third objective is the comparison of different
studies to evaluate the uncertainty, namely the present valida-
tion, the interlaboratory[21] and the robustness[22] studies.
In these three studies, the present LC method was concerned
to analyze S-timolol maleate samples containing R-timolol
impurity at similar concentrations.

2. Experimental

2.1. Chemical and reagents

Samples of S-timolol maleate, R-timolol maleate, iso-
timolol, dimer maleate and dimorpholinothiadiazole were
obtained from the European Pharmacopoeia Secretariat
(Strasbourg, France).

N-Hexane of LC grade was purchased from Hiper-
solv (Poole, England), 2-propanol for analysis from Merck
(Darmstadt, Germany) and diethylamine (DEA) for analysis
from Sigma (St. Louis, MO, USA).

2.2. Apparatus

The chromatographic system from Shimadzu (Shimadzu
Corporation, Kyoto, Japan) was composed of a model LC-10
AT pump, a model SIL-10 AVL automatic injector, a model
CTO-10 AC oven and a model SDP-M10 AVP diode array
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nalyst is able to take during routine use[6–8].
On the other hand, by considering this new validation s

gy, Feinberg et al.[9] introduced the possibility to estima
he uncertainty using the validation data. The definitio
ncertainty can be found in the Eurachem guide[10]. From an
nalytical perspective, this can be considered as straigh
ard for many analysts. Indeed, even though few approa
ave been described for the estimation of uncertainty
alidation process[11–16], there is still a need to clari
he relationship between validation and uncertainty for m
nalysts and particularly to show how the validation data
e practically used to estimate the uncertainty measure
recent draft of guide ISO/DTS[17] suggests that expe
ental data obtained from repeatability, reproducibility

rueness studies could be used to determine uncertainty
urement[9]. Other approaches, such as those propose
he International Organization for Standardization (ISO)[18]
nd the Analytical Methods Committee[19] can be applie

o estimate the uncertainty.
The first objective of this paper is to fully validate the l

id chromatographic (LC) method for the determination o
imolol in S-timolol samples, applying this novel validat
trategy based on the accuracy profiles. Indeed, the m
as previously developed for the simultaneous determ

ion of R-timolol and other related substances in S-tim
aleate bulk material but was not validated[20].
The second objective is to estimate the measure

ncertainty from validation data for the determination o
imolol content. For this purpose, the approach describ
9] is applied.
-

etector. To control the LC system, a Class LC-10 softw
rom Shimadzu was loaded on a Pentium 166 MHz comp

model CBM-10 Shimadzu interface was used to send
ignals from the detector to the computer.

A Chiralcel OD-H column (250 mm× 4.6 mm, i.d.)
acked with cellulose tris(3,5-dimethylphenylcarbam
oated on silica particules (5�m) from Daicel Limited
ndustries (Tokyo, Japan) was used. A guard col
4 mm× 4 mm, i.d.) packed with LiChrospher 100 D
5�m) (Merck) and maintained with a holder was used.

The accuracy profiles as well as the statistical calc
ions including the validation results and the different un
ainty estimates were obtained using the e-noval® software
Arlenda, Belgium). JMP® software Version 5.1 for Window
SAS Institute, Cary, NC, USA) was also used for further
istical calculations.

.3. Analytical conditions

The chromatographic separation was carried out us
obile phase consisting of a mixture of hexane, 2-prop
nd DEA pumped at a constant flow rate of 1.0 mL min−1.
V detection was set at 297 nm. Prior to use, the mobile p
as degassed for 15 min in an ultrasonic bath. The inje
olume was 10�L.

.4. Preparation of standard solutions

The dissolution of analytes and dilution of sample s
ions were realized in 2-propanol containing 1% (v/v)
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Table 1
Preparation of standard solutions related to R-timolol

Concentration level (% relative to
1.5 mg mL−1 of S-timolol
maleate)

Concentration of R-timolol
(�g mL−1)

Calibration
standards

Validation
standards

0.1 1.5 1.5
0.2 3.0 3.0
0.4 – 6.0
0.8 12.0 12.0
1.6 24.0 24.0

Total 12 samples/
day

15 samples/
day

DEA. Prior to use, the prepared final solutions were filtered
through a 0.5�m PTFE filter type FH (Millipore Corpora-
tion, Bedford, MA, USA).

2.4.1. Solutions used for calibration
A stock solution of R-timolol was prepared by dissolv-

ing in a 25-mL volumetric flask an accurately weighted
amount of approximately 11.25 mg of R-timolol maleate
chemical reference substance (CRS). To allow a complete
dissolution in the mixture of 2-propanol and DEA, the stock
solution was sonicated in an ultrasonic bath for at least
15 min. Then, subsequent dilutions were performed in order
to obtain several solutions at the concentration levels as
mentioned inTable 1. These solutions are used as calibra-
tion standards (CS). Each solution was injected three times.
According to the protocol in[6], the number of concen-
tration levels is sufficient to generate different regression
models.

2.4.2. Solutions used for validation
Independent stock solutions of R-timolol were prepared in

the same way as mentioned in point Section2.4.1. Subsequent
dilutions were carried out in order to obtain intermediate
solutions. Then, the final solutions at the concentrations men-
tioned in Table 1 were made in 10-mL volumetric flasks
p tely
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3. Results and discussion

3.1. Analytical method

The liquid chromatography (LC) separation of timolol
enantiomers and other related substances (isotimolol, dimer
maleate and dimorpholinothiadiazole) was carried out on a
cellulose tris(3,5-dimethylphenylcarbamate) chiral station-
ary phase packed in a Chiralcel OD-H column thermostated
at 22◦C and using a mobile phase composed ofn-hexane,
2-propanol and diethylamine (965/35/1, v/v/v). These LC
conditions were previously optimized from a Box–Benhken
three level design with fifteen experimental points[20,23,24].

3.2. Validation

The strategy that remains usually used for the validation
of an analytical method is based on acceptance criteria con-
sidering only estimates of observed bias and variance[6,25].
However, in the present study a novel approach using accu-
racy profiles is applied. It is based on�-expectation tolerance
intervals for the total error measurement that includes true-
ness (bias) and intermediate precision (standard deviation).
The advantage of this strategy is the possibility to control
the risk of accepting an unsuitable assay by using accuracy
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reviously containing 15 mg of S-timolol maleate accura
eighed. Ultrasonic bath was used for at least 15 mi
llow a complete dissolution of samples. Three replic
n = 3) were prepared per concentration level (m= 5). The
verall preparation step was repeated for 3 days (p= 3).
hese validation standards (VS) were independently
ared in the matrix simulating as much as possible

uture routine analysis of impurities in S-timolol male
amples. In this purpose, S-timolol maleate sample
batch number 8060) was used as matrix since it was
f the most pure sample[20] and was also quantitative
vailable.

For the evaluation of method selectivity, a blank solu
f the solvents mixture was prepared as well as a solution

aining a mixture of S-timolol, R-timolol, isotimolol, dim
aleate and dimorpholinothiadiazole at the concentratio
bout 10�g mL−1.
rofiles while providing the guarantee that the results o
easurement that will be obtained during the future use o

alidated method will be included within acceptance lim
xed according to the requirements. Consequently, the
acy profile can be considered as a useful decision to
ccept or reject a method according to its intended use. M
ver, the accuracy profiles can also be used to select the
ppropriate regression model for calibration, to determ

he quantitation limits (upper and lower) and subsequen
elect a concentration range for the assay.

In a practical point of view, the validation approach ba
n the accuracy profiles can be carried out applying six im

ant basic steps:

. selection of the acceptance limits taking into accoun
intended use of the method;

. fitting of a regression model from the calibration standa

. calculation of the concentrations of all validation stand
according to the selected model;

. determination of the mean bias at each concentration

. calculation of two-sided�-expectation tolerance limits
the mean bias at each concentration level considerin
standard deviation for intermediate precision;

. plotting of the accuracy profile, representing as a func
of concentration, the mean bias, the�-expectation toler
ance intervals as well as the acceptance limits.

.2.1. Selectivity
The method selectivity was checked by compariso

ypical chromatograms obtained by injecting a blank s
ion of 2-propanol containing 1% of diethylamine (DE
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Fig. 1. Typical chromatograms of the mixture solution (A), of the dissolution solvent (B) and of a validation standard at 0.2% (C).Peaks: dimer maleate (1),
R-timolol (2), isotimolol (3), S-timolol (4), dimorpholinothiadiazole (5) and solvent front (6).Concentration of analytes: between 5 and 10�g mL−1 in (A)
and about 3�g/mL of R-timolol calculated against S-timolol maleate in (C).

and a diluted solution of S-timolol, R-timolol, isotimolol,
dimer maleate and dimorpholinothiadiazole. As illustrated in
Fig. 1A and B, no peak or no interference was observed at the
retention times corresponding to those analytes. In addition,
as can be seen inFig. 1C, the peak corresponding to R-timolol
at 0.2% concentration level can be easily integrated, and con-
sequently quantified, in presence of the peak corresponding
to S-timolol at 1.5 mg mL−1.

3.2.2. Analysis of the response function and selection of
the most appropriate regression model

This step constitutes one of the most important steps
since the reliability of the validation results that will be
obtained are depending on the selected regression model.
The response function was evaluated from three calibra-
tion curves constructed from the calibration standards using
four concentration levels (Table 1) ranging from 0.1 to 1.6%
(1.5–24.0�g mL−1). Then, several regression models were
fitted in order to analyze the relationship between concentra-
tion (�g mL−1) and analytical response (peak area).

From each regression curve obtained, the concentrations
of the validation standard were calculated, which allowed
obtaining at each concentration level the mean relative bias,
the upper and the lower�-expectation tolerance limits by
considering the standard deviation for intermediate precision.
Then, different accuracy profiles were plotted from these data
a

e
d the
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limits at the lowest concentration level. Even with a risk of
10% (Fig. 2B) the lower�-expectation tolerance limit still
remains outside the acceptance limit while the upper one
becomes borderline the limit at the lowest concentration level.

Other regression models were also tested. The weighted
linear regression model with a weighting factor of 1/X2 cou-
pled to a risk of 5% was found appropriate as illustrated
in Fig. 2C. Indeed, the�-expectation tolerance intervals are
comprised within the acceptance limits over all concentration
range.

Even if this regression model seems to be the most appro-
priate to describe adequately the relationship between con-
centration and analytical response, its application in routine
analysis can be time-consuming because it needs the prepara-
tion of a calibration curve for the impurity assay. In addition,
as it is currently practiced in the Pharmacopoeia’s mono-
graphs, only one concentration level is used for calibration
in order to determine the impurities. In this context, other
accuracy profiles considering 24 or 12�g mL−1 as calibra-
tion standards levels were investigated. As can be seen in
Fig. 3A, by keeping a risk of 5% and using 24�g mL−1 as cal-
ibration level, the accuracy profile exceeded the acceptance
limits with an increase of the relative error at the lowest con-
centrations while by using 12�g mL−1 as calibration level
(Fig. 3B), the profile was inside the acceptance limits. Even
if an increase of relative error was observed at the lowest
c ined
f n
S con-
t of
S le
s can be seen inFigs. 2 and 3.
The acceptance limits were settled to±10% since we ar

ealing with impurities. By considering a risk of 5% and
imple linear regression model (Fig. 2A), it can be noticed
he�-expectation tolerance intervals are out of the accept
oncentration levels, the objective of the method rema
ulfilled, i.e. the ability to quantify R-timolol impurity i
-timolol maleate samples knowing that the maximum

ent of this chiral impurity tolerated by the monograph
-timolol maleate is 1.0%[26]. Consequently, this simp
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Fig. 2. Accuracy profiles obtained by considering the linear regression model with a risk of 5% (A) and a risk of 10% (B). Accuracy profiles obtained by
considering the weighted linear regression model with a risk of 5% (C).

regression model fulfilling its objective can be used in routine
analysis and was then used to evaluate the different validation
criteria. Moreover, 95 times out of 100, the future measure-
ments will be included within the acceptance limits.

3.2.3. Trueness
The results of trueness[6,25] were expressed in terms of

absolute bias (in�g mL−1) or relative bias (%) and were
assessed by means of validation standards in the matrix at

Fig. 3. Accuracy profiles obtained by considering the linear regression model through 0 and fitted using 24.0�g mL−1 (A) and 12.0�g mL−1 (B), as concen-
tration levels, with a risk of 5%.
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Table 2
Validation results referred to R-timolol using the linear regression model
through 0 fitted with 12�g mL−1 as concentration level

Response function (0–12�g mL−1) (n = 3, m = 1, p = 3) Slope

Day 1 5016
Day 2 5083
Day 3 5073

Trueness (n= 3; p = 3) Absolute bias:�g mL−1

(relative bias: %)
Recovery (%)

1.5�g mL−1 0.082 (5.4) 105.4
3.0�g mL−1 0.106 (3.5) 103.5
6.0�g mL−1 0.042 (0.7) 100.7
12.0�g mL−1 −0.002 (0.0) 100.0
24.0�g mL−1 −0.303 (−1.3) 98.7

Precision (n= 3; p = 3) Repeatability
(R.S.D., %)

Intermediate precision
(R.S.D., %)

1.5�g mL−1 1.2 1.2
3.0�g mL−1 1.2 1.7
6.0�g mL−1 1.2 1.9
12.0�g mL−1 0.6 0.6
24.0�g mL−1 0.9 1.0

Accuracy (n= 3; p = 3) �-Expectation tolerance
limits in �g mL−1 (in %)

1.5�g mL−1 1.55/1.64 (2.5/8.4)
3.0�g mL−1 2.98/3.28 (−1.4/8.5)
6.0�g mL−1 5.71/6.48 (−5.6/7.0)
12.0�g mL−1 11.9/12.3 (−1.5/1.5)
24.0�g mL−1 23.3/24.5 (−3.8/1.3)

Linearity (n= 3; m = 5; p = 3), N = 45
Range (�g mL−1) 1.5–24
Slope 0.9825
Intercept 0.1492
r2 0.9998

LOD (�g mL−1) (% relative to 1.5 mg mL−1) 0.27 (0.02%)
LOQ (�g mL−1) (% relative to 1.5 mg mL−1) 1.51 (0.1%)

n = replicates;m = concentration levels;p = days.

five concentration levels ranging from 1.5 to 24�g mL−1. As
can be seen inTable 2, the relative biases of the developed
method were found acceptable since they are relatively close
to 0, except at the lowest concentration levels for which they
are around 4 or 5% as discussed above.

3.2.4. Precision
The precision of the developed method was estimated

by calculating repeatability and intermediate precision at
each concentration level used in validation[4,25]. As shown
in Table 2, the relative standard deviations values never
exceeded 1.3 and 2.0% for repeatability and intermediate
precision, respectively, illustrating the good precision of the
developed method.

3.2.5. Accuracy
Accuracy refers to the closeness of agreement betweenthe

test result andthe accepted reference value, namely the con-
ventionally true value. The accuracy takes into account the

total error, i.e. systematic and random errors, related to the test
result[6,25]. It is represented from the accuracy profile illus-
trated inFig. 3B. As can be seen from the results inTable 2, the
proposed method was accurate over the concentration range
investigated, since the different limits of tolerance of bias did
not exceed the acceptance limits of±10% at each concentra-
tion level. The accuracy was particularly good around 1.0%
(15�g mL−1) that corresponds to the maximum content of
R-timolol tolerated by the monograph of S-timolol maleate
[26].

3.2.6. Linearity
The linearity of an analytical method is its ability within

a given range to obtain results (not signals) directly propor-
tional to the concentrations (quantities) of the analyte in the
sample[4,6,27]. For all series, a regression line was fitted on
the calculated concentrations versus the introduced concen-
trations by applying the linear regression model for which
the determination coefficient (r2) the slope and the intercept
are presented inTable 2.

In order to demonstrate the method linearity, the approach
based on the absolute�-expectation tolerance limits was
applied. As illustrated inFig. 4 the absolute�-expectation
tolerance limits were within the absolute acceptance limits
demonstrating the linearity of the present LC method.
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.2.7. Detection and quantitation limits
The limit of detection (LOD) is the smallest quantity

he targeted substance that can be detected, but not acc
uantified in the sample[4,6]. The LOD was estimated usi

he mean intercept of the calibration model and the res
ariance of the regression (Table 2). The lower limit of qua
ation (LOQ) is the smallest quantity of the targeted subst
n the sample that can be assayed under experimenta

ig. 4. Linearity graph related to R-timolol LC method.Legends: The plain
ine is the identity line (y= x) on which the points should be located in c
f validated method; the dashed lines correspond to the accuracy p

.e. the�-expectation tolerance limits expressed in absolute values an
otted lines represent the acceptance limits at±10%.



1172 R.D. Marini et al. / Talanta 68 (2006) 1166–1175

ditions with a well-defined accuracy[4,6]. The LOQ was
obtained by calculating the smallest concentration beyond
which the accuracy limits or�-expectation tolerance limits
go outside the acceptance limits. As the accuracy profile was
included inside the acceptance limits (Fig. 3B), the first con-
centration level (1.51�g mL−1) was considered as the lower
LOQ taking into account the selected regression model.

3.3. Profile of risk

The risk profile expresses, by level of concentration that
has been investigated, the expected probability that a mea-
surement will fall outside the acceptance limits during routine
use, according or conditionally to the estimated bias and
precision parameters obtained during the validation phase.
The risk or probability to have measurements falling out-
side the acceptance limits is computed according to Mee[8].
When many determinations are envisaged in routine, this risk
expresses the proportion of measurements that are expected to
fall outside the acceptance limits during the routine analysis,
if everything else remains equivalent, i.e. if no change occurs
in the analytical method. Profile of risks can be considered as
a new tool among available ones that enable scientific, risk-
managed pharmaceutical development and quality assurance
as in the present case, since it can provide effective and effi-
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0 As
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ments out of the acceptance limits of 10% was practically
null at concentration levels above 12�g mL−1 while this
risk increased and culminated at 6�g mL−1 (risk equals to
4.1%) and 3�g mL−1 (risk equals to 2.3%) by considering
the weighted linear regression model and the linear regres-
sion model through 0, respectively. In all cases, the risks did
not exceed 5% and were even lower by considering this last
regression model justifying its selection for calibration. When
analyzing S-timolol samples containing R-timolol at concen-
trations equivalent to about 3.0�g mL−1 (0.2%), 97.5 times
out of 100 the future measurements given by the validated
LC chiral method will be included in the acceptance limits of
10%. This proportion still increases when the concentration
of the chiral impurity is higher than 0.4%.

3.4. Uncertainty

3.4.1. Assessment from validation data
The data used to carry out the validation using the accuracy

profile were also used for the estimation of uncertainty of
measurements. In this way, the uncertainty is derived from
the variance used to construct the�-expectation tolerance
limits and is equal to:

σ2
Tol =

[√
1 + 1

σ̂M

]2

(3)
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ient means for acquiring information to facilitate proc
nderstanding and achieve continuous improvement o
nalytical method[28]. In this study, the risk was inves
ated at each concentration level of the validation stand
y taking into account the most appropriate regression m
ls previously determined by use of the accuracy profi
ecision tool. Therefore, with respect to this strategy,
rofiles of risk were plotted on the basis of the weighted
ar regression model and the linear regression model th
with 12�g mL−1 as concentration level for calibration.

an be observed inFig. 5, the risk of having future measu

ig. 5. Risk profiles obtained by considering the weighted linear regre
odel (dotted line) and the linear regression model through 0 and fitted
2.0�g mL−1 (continuous line) as concentration level.
pnB2

ith B =
√

A+1
nA+1, A = σ̂2

B/σ̂2
W andσ̂2

M is the estimated tot

ariance or intermediate precision,σ2
B andσ2

W the between
nd the within-series variances, respectively,n and p the
umber of replicates and series, respectively. In the pr
ase, only the day effect was investigated. Feinberg
9] demonstrated thatσ2

Tol is equal to the uncertainty of th
easurements. On this basis, several uncertainty results
enerated and are presented inTable 3. They were obtaine
y using the last regression model selected during va

ion. As shown, the values are comprised between 0
nd 0.094�g mL−1and 0.019 and 0.253�g mL−1 for the
ias uncertainty and the measurement uncertainty, re

ively. It was remarked that the uncertainty seems to incr
xponentially with the concentration. The expanded un
ainty (UX), which equals to the standard uncertainty m
lied by a coverage factor (k)[10,12,29], defines an interv
round the mean value in which the unknown “true value
etrieved with a defined probability. The choice of this fa
s based on the confidence level desired. By consideringk = 2
10,19,29]which means thatUX is approximately equiva
ent to 95% level of confidence, our expectation was fulfi
ince all the measurements observed for each concent
evel obtained using the selected regression model were
rised within the acceptance limits of 10%. In addition,
elative expanded uncertainties (%) obtained by dividing
orresponding expanded uncertainties with the corresp
ng introduced concentrations (Table 3) are not excee
%.
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Table 3
Point estimates of the different uncertainties related to R-timolol content at each concentration level of the accuracy profile using the selected regression model

Concentration level
(�g mL−1)

Uncertainty of the
bias (�g mL−1)

Uncertainty (�g mL−1) Expanded uncertainty
(�g mL−1)

Relative expanded
uncertainty (%)

1.5 0.61× 10−2 1.93× 10−2 3.86× 10−2 2.55
3.0 2.34× 10−2 5.55× 10−2 11.11× 10−2 3.67
6.0 5.78× 10−2 12.97× 10−2 25.94× 10−2 4.28

12.0 2.66× 10−2 7.75× 10−2 15.50× 10−2 1.28
24.0 9.32× 10−2 25.25× 10−2 50.51× 10−2 2.09

3.4.2. Comparison of different studies to evaluate the
uncertainty

The studies concerned here, namely the validation, the
interlaboratory[21] and the robustness[22] can be com-
pared since the same S-timolol maleate samples containing
R-timolol impurity at similar concentrations were analyzed
in each study with the same analytical method. To allow this
comparison, the results of R-timolol content expressed in per-
centage in the robustness and the interlaboratory studies have
to be transformed in�g mL−1 as in validation study.

The main variance components in the three sets of studies
were estimated as described in the previous paper[21,22],
namely the intermediate precision obtained from validation
(IPValidation), from robustness (IPRobustness) and from inter-
laboratory study (IPInter-laboratory) as well as the reproducibil-
ity issued from inter-laboratory study (ReproInter-laboratory).
The variance components were modelled as a function of the
concentration and as a function of the study(4).

Variance= f (concentration+ study)+ ε (4)

As the variance exponentially increases with the concen-
tration, the naperian logarithm (ln) was used to linearize the
relation between variance and concentration. The model fit-
ted was(5):

ln variance= α + β ln concentration+ γ study+ ε (5)

w -
m t
a ively.
T 5
s that
w f
1 mea-
s of the
c the
v rious
s rious
h d
c
I nt
e
n phic
o tion
s and
s used
i ust-

ness studies since within this case analytical conditions are
deliberately modified[2].

Related to this debate, another interesting question is to
evaluate if IPRobustnessis predictive of the variances levels that
could be obtained in inter-laboratory studies, as one could
expect. Contrasts performed by comparing IPInter-laboratory
and ReproInter-laboratoryto IPRobustnessas presented inTable 4
show that IPRobustnessis not significantly different from
IPInter-laboratorybut smaller than ReproInter-laboratory. The lev-
els of intermediate precision variance (s2

IP), i.e. Within- plus
between-day variances are comparable when estimated from
robustness and inter-laboratory studies (see Eq.(6)). This
result is consistent with expectations.

s2
IP = s2

Within-day + s2
Between-day (6)

A closer look at the data issued from collaborative study
as already indicated in a previous paper[21] shows that one
laboratory presents outlying values that make the between-
laboratory variance (s2Between-laboratory) large and so the inter-

laboratory reproducibility (s2Reproducibility) large as well, since
the later corresponds to:

s2
Reproducibility= s2

IP + s2
Between-laboratory. (7)

or

s

T
C involv-
i l the
l

I
I
I
R
E 91

S 806
t 94
p 3
hereβ is the estimate of the slope andγ the vector of esti
ates of the effect of the kind of study,α andε the intercep
nd the residual error of the regression model, respect
he regression coefficient (r2) of this model equals to 0.946
uggesting that variances are adequately modelled by
ay with corresponding intercept of−5.547 and slope o
.624, suggesting that for this method the variances of
urements increase nearly as a function of the square
oncentration. This model allows to statistically compare
arious variance component estimates obtained in the va
tudy sets. Using the residual error of the model, then va
ypotheses can be tested using contrastt-test. The estimate
ontrasts presented inTable 4show clearly that IPRobustness,
PInter-laboratory and ReproInter-laboratory variance compone
stimates are significantly greater than IPValidation compo-
ents. This result is obvious when looking at the gra
f Fig. 6A. It is also reasonably expected since valida
tudies are usually performed in very well controlled
trict conditions that are not comparable to conditions
n inter-laboratory studies, and, by definition, not with rob
2
Reproducibility = s2

Between-replicates+ s2
Between-days

+ s2
Between-laboratory. (8)

able 4
omparison of variance components estimates of the three studies

ng the LC method related to R-timolol determination and including al
aboratories in the interlaboratory study

Contrast byt-test

PValidation

PRobustness

PInter-Laboratory

eproInter-Laboratory

stimated difference
between curves

2.7152 4.3633 3.5043 1.648 0.78

.E. 0.5697 0.5697 0.5697 0.6806 0.6
-Ratio 4.7659 7.6585 6.151 2.4214 1.15
-Valuea (Student’s
test)

0.0031 0.0003 0.0008 0.0518 0.290

a Significant values at 5% level are printed in bold.
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Fig. 6. Regression plots of variance components as function of concentration in validation, robustness and interlaboratory studies including all the laboratories
(A) and without laboratories 7 (B).

The scenario of excluding this laboratory was envisaged
for the purpose of the present paper in order to examine what
are the best conditions to determine the variability and sub-
sequently the uncertainty of analytical results. This practice
of excluding data is not recommended when dealing with
a specific interlaboratory study. As previously mentioned in
[21], results from laboratory 7 suggested that this laboratory
has not correctly applied the recommendation for using the
validated LC method. By removing this laboratory, one can
examine more appropriately what belong to the method and
what belong to the laboratory practices for the purpose of
this paper only, i.e. comparing the uncertainty from differ-
ent kind of studies. Once more, it can be noticed that the
variance is adequately modelled using the same model pre-
viously applied withr2 equaling to 0.9245. As illustrated
in Fig. 6B and as indicated on the contrasts inTable 5,
IPInter-laboratory, ReproInter-laboratoryand IPRobustnessare signifi-
cantly greater than the IPValidation. However, the intermediate
precision obtained with robustness study (IPRobustness) pre-
dicts very well the uncertainty obtained with inter-laboratory

Table 5
Comparison of variance components estimates of the three studies involving
the LC method related to R-timolol determination and excluding laboratory
7 in the interlaboratory study

I
I
I
R
E 11

S 827
t 89
p 3

study. Indeed, IPInter-laboratoryand ReproInter-laboratoryare not
different from IPRobustness. This was expected since the ana-
lytical method has been applied in slightly various exper-
imental conditions from laboratory to laboratory that have
been “simulated” by the robustness study. This later was pre-
cisely intended to demonstrate that the analytical method can
be transferred by deliberately and slightly changing the exper-
imental conditions. With that respect, the present robust-
ness study fulfills thus its objective. The difference observed
between the validation and the inter-laboratory or robustness
studies clearly demonstrate that uncertainty heavily depends
on the conditions on which it has been obtained, i.e. the exper-
imental design. Consequently, it can be stressed that if few
variation sources are introduced in the experimental design,
the estimate of uncertainty obtained in very similar analytical
conditions that may likely not be powerful enough (from a
statistical point of view) to mimic the conditions of routine
analysis making a poor and possibly not relevant estimate of
uncertainty.

Therefore, in case R-timolol impurities are to be quan-
tified in S-timolol maleate samples applying the developed
LC method by the same operator in the same laboratory, the
uncertainty estimates obtained from validation remain appro-
priate estimates of uncertainty of the results provided by that
laboratory. However, if one intends to transfer the method
for a large scale use especially to several laboratories, then
t most
a cibil-
i

4

ased
o mon-
s in
Contrast byt-test

PValidation

PRobustness

PInter-Laboratory

eproInter-Laboratory

stimated difference
between curves

2.7157 2.8427 2.7968 0.1271 0.08

.E. 0.5715 0.5715 0.5715 0.6827 0.6
-Ratio 4.7522 4.9745 4.8942 0.1861 0.11
-Valuea (Student’s
test)

0.0032 0.0025 0.0027 0.8585 0.909

a Significant values at 5% level are printed in bold.
he estimates obtained from robustness study are the
ppropriate ones to predict the estimates of the reprodu

ty study.

. Conclusion

In the present paper, a novel validation strategy b
n the accuracy profiles was successfully applied to de
trate the ability of the LC method to quantify R-timolol



R.D. Marini et al. / Talanta 68 (2006) 1166–1175 1175

S-timolol maleate. By considering the risks of 5 and 10%
and the adequate regression model, several accuracy profiles
were constructed from which a suitable regression model was
selected namely the linear regression model through 0 and
using only one calibration standard (12�g mL−1). The differ-
ent validation criteria were evaluated applying that selected
regression model. As a risk-management tool in quality assur-
ance, the profiles of risks were also investigated in order to
evaluate the probability to obtain the future measurements
outside the defined acceptance limits. Moreover, data used in
this validation approach was also used to estimate the uncer-
tainty of bias as well as the expanded uncertainty at each
concentration level. Both seemed to be concentration depen-
dent. The comparison of different studies to evaluate the
uncertainty showed that the uncertainty estimates obtained
from validation are significantly different to those obtained
in robustness and in inter-laboratory studies. Nevertheless,
this approach based on the use of validation data is appro-
priate to calculate the uncertainty estimates if the validation
experimental design is adequate and the analytical method
remains in the laboratory, which validated it.
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